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Simulation of transitional-turbulent temporal jet via high fidelity CFD
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Abstract. The present work aims to report preliminary results of high-fidelity simulations of a transitional-turbulent
planar jet. The so-called temporal approach is followed, where triply periodic boundary conditions are used, allowing
to capture the evolution of the jet as a whole over time. High fidelity results are obtained by the Large Eddy Simulation
(LES) methodology. In particular, we follow the implicit LES approach, where the numerical method’s dissipation is relied
upon instead of a classical turbulence model. For that, the incompressible Navier-Stokes equations are simulated by the
high-order method called Continuous Galerkin (CG) with a suitable dissipative stabilization technique. All simulations
were carried out on the open source Nektar++ platform, for Reynolds number 10000, and provided consistent, albeit
preliminary, results for the turbulent flow field.
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1. INTRODUCTION

The turbulent planar jet is a well-known free shear flow by both numerical and theoretical communities. Free shear
flows are known for being utterly susceptible to transition to turbulence due to the Kelvin-Helmholtz instability. Such
characteristics prompt the Computational Fluid Dynamics (CFD) community to study the turbulent planar jet to assess
fully-developed turbulence, which is a phenomenon whose features are still to be fully comprehended. Turbulent flow
regimes are less likely to use simplifying hypotheses and still yield reliable results due to their somewhat chaotic behaviour
from a mathematical point of view. So, numerical schemes to solve turbulent flows are computationally expensive.
Meteorologists, for example, need to predict the weather faster along with higher accuracy. Thus, high-fidelity numerical
schemes are desirable. Smagorinsky (1963) came up with one of the most famous numerical models: the Large Eddy
Simulation (LES). This model solves only the largest eddies in a turbulent flow, whilst modelling the smallest ones.

There are two different numerical approaches for a turbulent jet simulation: temporal and spatial. The former simulates
how the solution evolves in time (it uses a periodic boundary condition). And the latter simulates how the solution develops
in space (it uses in-and-out boundary conditions). The present study uses the temporal approach. Recently, Watanabe et al.
(2019) performed a Direct Numerical Simulation (DNS) of a temporal planar jet by using the Finite Differences Method
(FDM). The initial condition was a LES solution in hopes of a decrease in computational time whilst achieving a result
as precise as a complete DNS solution. Moreover, the present study performs a similar simulation but with a different
numerical method, aiming to test aspects of numerical stability and the quality of the solution. Thus, Watanabe et al.
(2019) is deemed the reference work for the results presented here.

The present study uses the Implicit Large Eddy Simulations (ILES) to perform the temporal turbulent planar jet
simulation. ILES is also regarded as under-resolved DNS (Moura et al. (2015)) since it does not use turbulence models,
and the meshes typically used in such cases are not as refined as the ones used in most DNS. This approach is well-
suitable for the spectral/hp Element methods due to their properly numerical dissipation, cf. Moura et al. (2016, 2017,
2020b, 2022); Mengaldo et al. (2018b). By using these methods, Mengaldo et al. (2021) performed a simulation of a
high-performance road car, Buscariolo et al. (2022) performed a simulation of a Formula One front wing, and Wang
and Rahmani (2021) performed a simulation of the NASA’s Common Research Model (CRM) high-lift configuration near
stall. Therefore, the present study uses the Continuous Galerkin (CG) formulation (a spectral/hp formulation) as it is more
appropriate for solving the incompressible Navier-Stokes equations. Nevertheless, CG only guarantees C0 continuity and
needs additional numerical dissipation to stabilise the simulation. Thus, this work also tries validating the numerical
stabilisation scheme: Gradient Jump Penalty (GJP), first proposed in Burman (2007).

This work is organised as follows. Section 2 shows the methodology used by depicting the mesh generation process
as well as the main equations used. Section 3 shows the results and carries out a discussion. Finally, Section 4 concludes
the work with some final remarks and future studies.

2. METHODOLOGY

The authors used the open source framework Nektar++ (Cantwell et al. (2015)) in this work to conduct the simulations
of incompressible flow in two and three dimensions. The simulations themselves were by adjusting the proper parameters
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to be used as inputs to the Nektar++ code. For the validation of the results, the authors aimed at comparing their own
results to the ones found in the work of Watanabe et al. (2019).

2.1 Initial and boundary conditions

The initial conditions were set in such a way that Equation 1 sets the initial value for the u velocity component, while
the initial values for v, w (only for the three-dimensional simulation) and the pressure are null in the beginning. Vref = 1
is the reference value for the velocity, H = 1 is the initial height of the jet considered and θj = 0.01H .

⟨u(y)⟩ = 1

2
Vref +

1

2
Vref tanh

(
H − 2|y|

4θj

)
(1)

As for the boundary conditions, the authors used a triple-periodicity, which means that the value for the velocity
components as well as for the pressure in one end of the domain is the same as for the other end in the same direction
throughout the simulation. The cross-section of the domain consists of a rectangle of height 10H and length 6H .

2.2 Numerical method

The numerical method chosen for this work is the one called Continous Galerkin (CG), which is a projection included
in the family of spectral element methods (SEM). The family of methods consist of approximating the desired solution to
a sum of products of expansion functions with coefficients, as it is stated in Eq. (2).

uδ(x, t) =
N∑
i=0

ûi(t)Φ(x) (2)

In order to find the values of the coefficients, one must force a condition to the residual that is yielded by substituting
the approximated solution into the equation. This condition is achieved by computing the Legendre inner product of the
residual with a certain test function and forcing it to be zero, as shown in Eq. (3).

⟨vj(x), R⟩ = 0, j = 1, . . . , Ndor (3)

In the case of the CG projection, the test functions must be within the same space as the expansion functions used
in the approximation. In formulations like the ones found in the context of SEM, it is possible to change the level of
accuracy of the solution by both mesh refinement and polynomial order increasing. During the initial simulations, some
refinement tests were conducted leading up to the final mesh and polynomial order adopted in the actual simulations.
Here, polynomials of order 2 were used in the approximation throughout the entire domain, which sets the nominal order
of accuracy to 3. Subsequent refinements would eventually lead to a DNS, which is not the purpose of this study. The
authors want to investigate the behaviour of the CG method for under-resolved turbulent simulation (ILES approach).
Also, a polynomial de-aliasing was applied to avoid inexact quadrature errors (Karniadakis and Sherwin (2013)).

2.3 Meshes

The domain was discretized into elements in order to create meshes, which were generated in the software GMSH
(Geuzaine and Remacle (2009)). Meshes in both two and three dimensions were made, the latter being created by extrud-
ing the aforementioned cross-section by a length of 4H along the span-wise direction.

In every case, the half-plane x − y of the domain was broken down into three regions, whose refinements follow
different rules. The heights of the elements increase, from the lower boundary of the half-plane, according to geometrical
progressions whose ratios are presented in Tab. 1. The heights of the elements used on the boundary of each region are
also presented in Tab. 1. The values were chosen in reference to the work of Watanabe et al. (2019).

Table 1. Geometrical progression ratios and elements’ heights on the boundaries of each domain

Region Ratio Initial height of elements
y = 0 a y = H

2 1.0290 0.013604
y = H

2 a y = 3H
2 1.0010 0.027326

y = 3H
2 a y = 5H 1.3887 0.028295

Figure 1 shows the results of the two-dimensional mesh. The number of elements over the x axis was chosen to be
114. The three-dimensional mesh, on the other hand, was built with 72 elements over the x axis and 48 over the z axis.
Furthermore, the fact that the solution is composed of a sum of polynomials makes it possible to increase the number of
degrees of freedom (DOF) without refining the mesh any further. For instance, as the polynomial order is 2 for this work,
each direction has 2 ∗ neli DOF, with neli being the number of elements along the ith direction.
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Figure 1. Two dimensional mesh.

2.4 Numerical stabilization scheme

As stated previously, ILES uses meshes that are not as refined as the ones used in DNS, but also, does not seek to
employ any turbulence model, which potentially introduces an issue regarding derivatives discontinuity between elements
in the context of CG solutions. Therefore, it is necessary to provide the solution with a well-calibrated numerical stabil-
isation. In the present study, the GJP scheme was employed. The idea behind is to add a dissipative term to the solution
to penalise the potential under-resolved scales that may arise due to derivative discontinuity at element boundaries. The
penalty parameter τ is then carefully chosen to multiply the dissipative GJP term in order to yield smoother dissipation
curves (Moura et al. (2022)). Martins et al. (2021) conducted a spatial linear diffusion/dissipation analysis to obtain the
proper value of τ .

3. RESULTS AND DISCUSSION

Initially, a two-dimensional simulation with initial fluctuations (noise) was conducted in order for the author to under-
stand the code due to its lower computational cost, in a preliminary stage of the setup, to serve as an intermediary step.
The author then conducted three-dimensional simulations without any noise. For both simulations, which were carried
out with a Reynolds number of 10000, mean velocity profiles for, at least, four different units of time normalised (t̄) by
the time reference (tr), defined as the ratio of H and Vref , were plotted and compared to the reference work, as well as
the simulation’s energy spectra for t̄ = 17.

3.1 Two-dimensional simulation

Figure 2 shows that, for the two-dimensional simulation, there is a decrease in the mean velocity, which is in line
with the fact that the flow is broken down into eddies of decreasing scales. This phenomenon aids in mixing the linear
momentum, which in turn, will flatten the mean velocity profile. As may be seen in Fig. 2, the flow transfers energy from
the centre line to its boundary regions through a convective diffusion mechanism, i.e. momentum is being transferred from
the centerline to the border of the jet. The profile’s width for t = 15tr is greater than the initial profile. Comparing this
result with the one in Watanabe et al. (2019), there is a difference, which is expected as the absence of the third dimension
affects the spreading of the flow.

Figure 3 corroborates the previous statement as it displays a state of the flow at t = 14tr with the bulk motion moving
away from the centre line, decreasing the mean value for the velocity in this region and, consequently, increasing it in the
boundary. This is the action of convective diffusion.

Figure 4 presents the two-dimensional energy spectrum at 17 units of the reference time (tr). This result was computed
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Figure 2. Mean horizontal velocity (u) profile for the two-dimensional simulation and comparison to the three-dimensional
simulation of Watanabe et al. (2019).

Figure 3. Contours of horizontal velocity (u) according to the color scale as shown on the left-hand side of the plot for
four different moments for the two-dimensional simulation.

through the sampling of the u velocity field along the x direction for two y positions, one immediately above the centre
line, and the other below, after which the statistical mean was calculated at the instant considered. The results show that
increasing eddies, represented by decreasing wavenumbers Kx, present higher energy values, and they decrease as the
wavenumber increase. This result is expected, as bigger eddies have more energy, and they tend to share energy to smaller
scales, which is in line with the principle of the Energy Cascade Mechanism of Richardson and Lynch (2007).

3.2 Three-dimensional simulation

In the context of three-dimensions, Fig. 5 presents the mean velocity profile for the three-dimensional simulation. The
values are closer to the reference values if compared to the two dimensional ones, which was expected, as the addition
of the third dimension favours the spreading of the flow. The absence of noise is also thought to have affected the final
results negatively, as the transition will take place at a later time than what would be expected if fluctuations were present
from the beginning. It is difficult to replicate the exact type of noise employed in Watanabe et al. (2019) in the context of
SEM since it used a finite differences scheme. Nevertheless, the addition of noise is planned to be carried out in future
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Figure 4. Two-dimensional energy spectrum at instant t̄ = 17.

works.

Figure 5. Mean velocity profile for the three-dimensional simulation.

Figure 6 shows iso-surfaces of w velocity in four different times. It may be seen that as time goes by, eddy scales
become increasingly smaller, which is in line with the energy cascade mechanism.

The energy spectrum for the three-dimensional simulation at t̄ = 17 is shown in Fig. 7. This plot is the result of a mean
of several one-dimensional energy spectra along the x direction for several z positions, but only for planes on y = 1 and
y = −1. Although the mean u velocity profiles are disparate if compared to the ones found in Watanabe et al. (2019), the
energy spectrum is consistent with the Kolmogorov’s theory, indicating that the simulation is physically consistent with
turbulence theory. Therefore, it is possible to emphasise the usefulness of SEM for under-resolved turbulence simulation
via Implicit LES.
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Figure 6. w velocity iso-surfaces for four different moments.

Figure 7. Three dimensional energy spectrum at t̄ = 17.

4. CONCLUSION

This work aimed at presenting results with hopes of validating the code of the framework used, Nektar++, as well as of
studying more thoroughly the numerical method Continous Galerkin as applied to under-resolved turbulence simulation
via Implicit LES approaches using adequate numerical stabilization techniques. In this study, the GJP scheme (Moura
et al. (2015); Mengaldo et al. (2018a); Moura et al. (2020a)) was chosen and it was observed results consistent with the
physics of turbulence. In particular, the three-dimensional energy spectrum followed, for the inertial range, the −5

3 slope,
as predicted by the Kolmogorov’s theory.

The authors expect to run three-dimensional simulations with the presence of noise using the same mesh already
exploited in this work, as well as to compare results using meshes with different refinements and approximations with
different polynomial orders.
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