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Abstract. Theoretical and experimental interest in the transport and deposition of sediments from rivers to oceans has
increased rapidly over the last two decades. The marine ecosystem is strongly affected by mixing at river mouths, with for
instance anthropogenic actions like pollutant spreading. Particle-laden flows entering a lighter ambient fluid (hyperpycnal
flows) can plunge at a sufficient depth, and their deposits might preserve a remarkable record across a variety of climatic
and tectonic settings. Numerical simulations play an essential role in this context since they provide information on all flow
variables for any point of time and space. This work offers valuable Spatio-temporal information generated by turbulence-
resolving 3D simulations of poly-disperse hyperpycnal plumes over a tilted bed. The simulations are performed with the
high-order flow solver Xcompact3d, which solves the incompressible Navier-Stokes equations on a Cartesian mesh using
high-order finite-difference schemes. Five cases are presented, with different values for flow discharge and sediment
concentration at the inlet. A detailed comparison with experimental data and analytical models is already available
in the literature. The main objective of this work is to present a new data-set that shows the entire three-dimensional
Spatio-temporal evolution of the plunge phenomenon and all the relevant quantities of interest.
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1. INTRODUCTION

Hyperpycnal plumes are produced when the density of a fluid entering in a quiescent basin is higher than that in the
ambient fluid. They are observed in nature when a river transports enough suspended sediment to be denser than the
environment where it flows into, such as channels, lakes, reservoirs or the ocean (Mulder et al., 2003; Lamb and Mohrig,
2009). When the inflow momentum decreases, it eventually plunges under the ambient fluid and flows along the bed as
an underflow density current, as illustrated in Fig. 1. The inflow can be characterized by its initial depth h̃0 (where ·̃
corresponds to dimensional quantities), volumetric discharge per unit width Q̃0 and fresh water density plus an excess
due to suspended sediments ρ̃w + ∆ρ̃. The plunging of the hyperpycnal flow can be represented by three main regions.
The depth-limited plume is a homogeneous flow region that occupies the complete channel depth, and it is dominated by
inertial forces. At sufficient depth H̃p, the flow collapses in the so-called plunge region. Downstream, a turbidity current
is formed, dominated by buoyancy forces, and can be characterized by new values of depth H̃d, discharge Q̃d and density
ρ̃a + ∆ρ̃d, due to continuous mixing between ambient fluid and the underflow (García, 1996). Many authors express
this increase in flow discharge through the incorporation of ambient fluid in the form of the initial mixture coefficient
γ = Q̃d/Q̃0 − 1.

The understanding of the parameters and mechanisms that govern the flow transition in the plunge zone is relevant in
terms of the health of ecosystems in river deltas regions (Horner-Devine et al., 2015), in the management and operation of
dam reservoirs (Chamoun et al., 2016) and in the field of geology, since old sand deposits can preserve records of climatic
and tectonic environments (Mulder et al., 2003), in addition to becoming important hydrocarbon reservoirs (Meiburg
and Kneller, 2010). Many studies about this flow configuration are becoming available in the literature, including field
observations (Wunderlich and Elder, 1973; Ford and Johnson, 1981; Best et al., 2005), analytical models (Akiyama and
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Figure 1. Illustration of the plunging of an hyperpynal flow in a tilted channel. The mixing coefficient γ = Q̃d/Q̃0 − 1 is
represented for reference. Source: Modified from Schuch et al. (2018).

Stefan, 1984; Parker and Toniolo, 2007; Dai and García, 2009), experiments (Singh and Shah, 1971; Arita and Nakai,
2008; Lamb et al., 2010) and numerical simulations (Farrell and Stefan, 1986; Kassem and Imran, 2001; Dai et al., 2007).
In this context, numerical simulations unlike field observations and experiments, can play an important role since they can
provide information for all flow variables at any point in time and space. Schuch et al. (2018) presented a new numerical
framework for the reproduction and analysis of the plunge phenomenon and its associated flow features, where the results
of the three-dimensional turbulence-resolving simulations were compared with experimental data (Lamb et al., 2010) and
analytical models (Parker and Toniolo, 2007), and good agreement was found between them.

The main objective of this work is to present an original data-set that registers the entire Spatio-temporal evolution of
the plunge phenomenon and all relevant quantities. To generate this new data-set, the numerical methodology proposed
by Schuch et al. (2018) was slightly modified, the simulated time is extended by 20%, the computational domain is six
times wider and the flow variables are considered in a layer averaged context. Additionally, the spatial-temporal data is
available online1, in order to support future research.

2. METHODOLOGY

For the present study, N transport equations under the Boussinesq approximation can be used, in addition to the
incompressible Navier-Stokes equations. They are written in their dimensionless form as
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where ui, p and c correspond to velocity, pressure and suspended particle concentration, respectively, together with the
coordinate system xi (see Figure 2), time t, unit vector pointing in gravity direction eg = [0,1,0] and the particle’s settling
velocity us. It is related to the particle diameter by the Stokes settling velocity law (Julien, 1998) which assumes that the
dominant flow force on an individual particle is the Stokes drag. The Reynolds, Schmidt and initial densimetric Froude
numbers at the inlet, besides the Stokes settling velocity are the four dimensionless parameters that describe the problem,
they are defined as follow

1https://github.com/fschuch/the-plunging-flow-by-3D-LES
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where Q̃0 and C̃0 are the volumetric discharge per unit width and volumetric sediment concentration at the inlet of the
channel. The kinematic viscosity is ν̃, the fresh water and sediment densities are ρ̃w, ρ̃s, with R defined as (ρ̃s− ρ̃w)/ρ̃w.
The gravity acceleration is g̃, the diffusivity of particle concentration is D̃ and the grain size is d̃s. All parameters and
variables are made dimensionless using the influx velocity Ũ0, depth h̃0 and sediment concentration C̃0.

The computational setup (see Fig. 2) is based on the experimental channel configuration of Lamb et al. (2010) and
the numerical study of Schuch et al. (2018). The test section (TS) is the region where the flow is analyzed, whose
dimensions are (L1,L2,L3) = (250.0h0, 16.875h0, 24.0h0). Notice that the dimensionless initial depth is h0 = 1. The
bed slope S = 5% is included in the computational domain via an immersed boundary method (IBM), following the
alternating direction forcing strategy proposed by Gautier et al. (2014). Two sponge zones are employed for different
reasons. Firstly, SZa provides the particle-laden flow upstream of the test section, with a recycling technique in order
to generate a turbulent inflow condition. Secondly, SZb applies an intrinsic profile for the stream-wise velocity u1 near
the outflow boundary, in order to reduce the turbulence level to zero. The horizontal extension of the sponge zones are
(L1a,L1b) = (25.0, 62.5). The entire computational domain is discretized using (n1,n2,n3) = (1081, 121, 90) mesh
points. A time step of ∆t = 0.0125 is employed for a total of 4.8 × 105 iterations. In comparison with the previous
study of Schuch et al. (2018), the numerical channel in this study is now six times wider, in a dimension compatible with
the experimental reference if an initial depth of h̃0 = 10 mm is considered, and the simulated time is extended from
5,000 to 6,000 dimensionless units, an increasing of 20%. A nondeformable water surface is imposed as top boundary
condition (where x2 = 0), which is described by Nasr-Azadani et al. (2013) as a free-slip condition for velocity and
no-flux condition for the concentration field. The bottom boundary condition (at the solid/fluid interface) is no-slip for
velocity and one-dimensional convective outflow for concentration, as functions of the settling velocity us (Necker et al.,
2002). Inflow and outflow conditions are handled by both sponges zones and periodic boundary condition is employed in
the spanwise direction (x3). For the initial condition, the domain is filled with freshwater at rest (ui = cℓ = 0). For more
details about the computational setup see Schuch (2020).
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Figure 2. Schematic representation of the computational domain (not to scale). Spanwise coordinate x3 is perpendicular
to the plane. In gray, the tilted bed is inserted by immersed Boundary Method (IBM); TS represents the test section, where

the flow is analyzed; SZa and SZb represent the sponge zones. Source: Modified from Schuch (2020).

The numerical simulations were carried out by the high-order Navier-Stokes solver Xcompact3d2, an open source
tool based on the Boussinesq system for incompressible fluids, designed for High Performance Computing (Laizet and
Lamballais, 2009; Laizet and Li, 2011; Bartholomew et al., 2020). The governing equations (1) are solved under an
implicit Large-Eddy Simulations approach, in which only the largest and energy-containing flow structures are resolved.

2The code is available at https://github.com/xcompact3d/Incompact3d.
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Table 1. Volumetric discharge per unit width Q̃0 and volumetric sediment concentration C̃0 recorded at the inlet from the
experiments of Lamb et al. (2010), in addition to the respective Reynolds number Re, initial densimetric Froude number

Fr0 and Stokes settling velocity us,ℓ for each granulometric fraction. Source: Modified from Lamb et al. (2010).

Simulations 2 4 5 6 7

Q̃0(m
2/s) 0.0043 0.0025 0.0033 0.0043 0.0043

C̃0(%) 0.36 0.54 0.54 0.54 1.00

Re 4,300 2,500 3,300 4,300 4,300
Fr0 17.81 8.45 11.16 14.54 10.68
us,1 × 10−5 1.9 3.2 2.5 1.9 1.9
us,2 × 10−3 0.9 1.6 1.2 0.9 0.9
us,3 × 10−3 3.9 6.7 5.0 3.9 3.9

On the other hand, the small scales are not resolved, instead, they are modeled via an artificial dissipation that takes place
when computing the viscous term (Sagaut, 2006; Grinstein et al., 2007; Lamballais et al., 2011; Dairay et al., 2017).

Seven experiments were carried out by Lamb et al. (2010), and five of them are reproduced in this study, as shown
in Tab. 1. The experimental grain-size distribution (crushed silica ρ̃s = 2,650 kg/m3) is modelled by three diameters
(d̃s,1 = 3 µm, d̃s,2 = 21 µm and d̃s,3 = 43 µm) in a distribution of about one third for each grain size. The Schmidt
number Sc is equal to 1 in the present study. Notice that cases 2, 6 and 7 have the same flow discharge Q̃0 and increasing
sediment concentration C̃0, while cases 4, 5 and 6 have the same sediment concentration C̃0 and increasing flow discharge
Q̃0. The validation of the numerical framework employed here for the problem illustrated in Fig. 1 is out of the scope
of this study, since a complete comparison between numerical, experimental and analytical models is already available at
Schuch et al. (2018).

3. RESULTS

Figure 3. Instantaneous volumetric visualization of the total concentration field ct for case 4 at t = 1,000.

A sample of the tridimensional plunging flow is shown in Fig. 3, represented by a snapshot of the total concentration
field (ct = c1+ c2+ c3) for case 4 at dimensionless time equals to t = 1,000. In this figure, the plunge line is visible near
x1 = 120, as well as the body and head of the underflow turbidity current downstream plunging, including the lobes and
clefts structures at the front. The dimensionless total concentration is one (red color) right at the inlet of the test section,
and then decays due to sedimentation with the stream-wise coordinate x1. Besides that, the turbulent mixing between the
turbidity current and the ambient fluid is evidenced by the dark blue color, which corresponds to low concentration levels.

The complete spatio-temporal analysis of the relevant quantities is possible in a layer averaged context per width unit,
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Figure 4. Case 4 spanwise-averaged total concentration field ct for dimensionless time equals to 250, 500, 1,000, 2,000
and 6,000 from (a) to (e), respectively. In addition to layer-averaged flow depth H (colored lines from a to e), streamwise
velocity U (f), concentration C (g) and local densimetric Froude number Fr (h), Frp = 0.45 is shown in dashed line for
reference, computed according to Eq. (4), besides the spanwise-averaged bed shear velocity uτ (i), expressed by Eq. (5).

that is computed following Ellison and Turner (1959) according to the equations
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For the vertical integration, x2r represents the bed position and x2i represents the interface between the underflow turbidity
current and the ambient fluid, considered in this work as the position where u1 × ct = 0.005. Finally, the layer-averaged
velocity U , flow depth H , flow discharge Q, concentration C and local densimetric Froude number Fr are obtained
respectively as

U(x1,t) = U2h/Uh, (4a)

H(x1,t) = (Uh)2/U2h, (4b)
Q(x1,t) = Uh, (4c)
C(x1,t) = UCh/Uh, (4d)

Fr(x1,t) =
Q(x1,t)√

C(x1,t)
(
H(x1,t)

)3 Fr0. (4e)

The spatio-temporal evolution of the quantities described above for case 4 are shown in Fig. 4, in addition to the spanwise-
averaged total concentration field ct for dimensionless time equals to 250, 500, 1,000, 2,000 and 6,000, from (a) to (e),
respectively. All the features of the plunging flow in a tilted bed (see Fig. 1) can be seen. The plunge point is visible since
early times (a and b) and moves downstream, for more advanced time (e) it tends to a quasi-stationary position at around
x1 = 150, the same position found experimentally in Lamb et al. (2010). Upstream plunging is located the depth-limited
flow region, where the inflowing turbidity current has enough momentum to push the ambient fluid downstream. Due
to the tilted bed, the flow’s depth increases with the streamwise coordinate (x1) and progressively reduces its velocity
until a critical point, the plunge zone, where the flow collapses, accelerates and turns into a density current, governed
now by the buoyance forces. This behavior reflects on the layer-averaged velocity U (f), where the maximum value is
noticeable at the inflow boundary (x1 = 0) and decreases until its minimum value at the plunge point, where the flow
accelerates. Besides that, the incorporation of ambient fluid into the submerged turbidity current (entrainment) increases
the flow velocity downstream plunging. The layer-averaged concentration C (g) decays with x1 due to the sedimentation,
and the mixing with the ambient fluid reduces concentration iven more downstream plunging. Besides that, C works
as an indicator for the temporal evolution of the front position xf , which is obtained as the highest value of x1 where
the concentration is non-zero. The densimetric Froude number Fr (h) expresses the ratio between inertial and buoyance
forces, that are dominant upstream and downstream plunging, respectively. In this way, Fr is directly related to the stable
plunge position, in fact, the Froude value at plunge point observed in Fig. 4h is very close to Frp = 0.45, a value reported
in previous works (Parker and Toniolo, 2007; Lamb et al., 2010; Schuch et al., 2018). The densimetric Froude number
is also used to track the temporal evolution of the plunge point position xp, since it is observed at the absolute minimum
value for Fr.

If the flow is sufficiently intense, the turbidity currents can resuspend part of the material previously deposited, or even
erode the bed over which it flows, as commented by Necker et al. (2002). Even though the numerical configuration of this
work does not consider resuspension, a further analysis based on the simulated data can indicate places where the flow is
more likely to present such phenomena. For that, the bed shear velocity uτ has a fundamental role, and can be calculated
according to the equation

uτ =
√
τw, with τw =

1

Re

√(
∂û1
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)2

+

(
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The notation (̂·) represents a rotation in the coordinate system, so that x̂1 still points in the preferred flow direction, but is
now parallel to the bed, and x̂2 is normal to the bed, while x2i corresponds to the position of the solid-fluid interface. In
this way, the velocities required for the calculation are given by

û1 = cos(θ)u1 − sin(θ)u2, (6a)
û3 = u3, (6b)

while the derivative normal to the bed is computed as

∂

∂x̂2
= sin(θ)

∂

∂x1
+ cos(θ)

∂

∂x2
. (7)

The bed shear velocity uτ can be observed in Fig. 4i. It has a behavior very similar to that observed for the layer-averaged
velocity U , being maximum at the entrance of the channel an then decreases. The minimum value for uτ is reached
exactly where the reduction in flow’s depth occurs, seen solid lines from (a) to (e), there is a local maximum immediately
at the plunge point, where Fr is minimum, and then the value stabilizes in the body region, being slightly larger at the
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Figure 5. Spanwise-averaged total concentration field ct for all cases from (a) to (e) at t = 1,000. In addition to layer-
averaged flow depth H (colored lines from a to e), streamwise velocity U (f), concentration C (g) and local densimetric
Froude number Fr (h), 1.0 and 0.45 are shown in solid and dashed lines for reference, computed according to Eq. (4),

besides the spanwise-averaged bed shear velocity uτ (i), expressed by Eq. (5).

head. It indicates that the channel’s entrance is the region with the greatest erosive potential, followed by the plunging
point and then the head of the turbidity current.

The spanwise-averaged total concentration field ct for all cases at dimensionless time t = 1,000 is shown in Fig. 5,
from (a) to (e). Both flow head and plunging zone are well defined for all cases, however, their position is affected by
the parameters of each case. In comparison, a plunging upstream accelerates the turbidity current earlier and impulses its
body and head, as shown in the layer-averaged velocity U (f). The layer-averaged concentration C (g) is very similar for
all cases upstream plunging, however, the value downstream differs due to differences in flow depth and mixing with the
ambient fluid. The densimetric Froude number Fr is shown in Fig. 5h. At t = 1,000 the plunging for all cases is still in
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Figure 6. Time evolution of: (a) Distance for plunging xp, (b) front position xf , (c) front velocity uf and (d) densimetric
Froude number at plunging point Frp, where Frp = 0.45 is shown for reference.

the transient phase, so the Froude value observed at plunge point is higher than the reference of Frp = 0.45, on the other
hand, the Fr value measured at underflow’s head of around an unity is in agreement with previous studies (Sequeiros,
2012; Sequeiros et al., 2018). Fig. 5i shows the bed shear velocity for the different cases. In general, the maximum value
for uτ is where x1 = 0, followed by underflow’s head and body, and the minimum value is observed upstream plunging.
The magnitude of uτ is function of the flow velocity, that in turn depends on the plunge point location, therefore, cases with
the plunging upstream produce higher bed shear velocity uτ . The animated versions of the flow visualization presented
in Figs. 3, 4 and 5 are available as supplementary materials.

Fig. 6a shows the temporal evolution of the plunge point position xp. Cases 2, 6 and 7 have the same flow discharge
and increasing sediment concentration, which moves the plunge point upstream. Additionally, cases 4, 5 and 6 have the
same sediment concentration and increasing flow discharge, which also moves the plunge downstream. Both parameters
can be combined into the initial densimetric Froude number Fr0, where a higher Fr0 demands more distance for plunging
and more runtime to eventually reach an asymptotic state. It is evident that for case 2, with highest initial Froude number,
the plunge zone left the computational test section at around t = 4,000. Notice that the depth at plunge point is recovered
by the linear equation hp = 1 + Sxp. Fig. 6b shows the temporal evolution of the front position xf , while Fig. 6c
shows the front velocity uf = dxf/dt, where a moving average in time is employed in order to smooth the signal. Notice
that both curves are just defined while the front is inside the test section (xf ≤ 250). As discussed previously, the front
velocity is strongly affected by the plunge point position, once it impulses the underflow’s body and head. In this way, a
higher front velocity is observed according to the same parameters that move the plunge point upstream, i.e., lower initial
densimetric Froude number Fr0, lower initial flow discharge Q0 or higher initial sediment concentration C0. Finally,
Fig. 6d shows the time evolution of the densimetric Froude number at plunge position Frp, where a convergence to
Frp = 0.45 is noticeable, in good agreement with previous studies (Parker and Toniolo, 2007; Lamb et al., 2010; Schuch
et al., 2018). The averaged Froude number at plunge point measured is Frp = 0.438± 0.027, taking an average in time
(4,000 ≤ t ≤ 6,000) and between cases (excluding case 2, that left the computational test section). This value depends on
the bed roughness, suspended grain size and bed slope, according to Sequeiros (2012). Besides, Frp can be useful in the
development of new methodologies for the prediction of depth for plunging, or plunging criteria (Schuch, 2020; Schuch
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Figure 7. Spatio-temporal evolution of: Flow depth H , layer-averaged concentration C, densimetric Froude number Fr,
spanwise-averaged bed shear velocity uτ and mixing coefficient, from top to bottom, respectively. Cases 2, 4, 5, 6 and
7 are arranged from left to right. Plunging point xp (solid lines) and front xf (dashed lines) positions are shown for

reference. Horizontal and vertical axis represent time t and stream-wise coordinate x1, respectively.

et al., In prep).
Figure 7 shows the flow quantities under investigation as function of time t and the streamwise coordinate x1, are they:

Flow depth H , layer-averaged concentration C and densimetric Froude number Fr, computed according to Eq. (4), in
addition to the mixing coefficient γ = Q/Q0 − 1 and the bed shear velocity uτ (5), from top to bottom, respectively. The
positions for plunge point xp (solid lines) and front xf (dashed lines) are presented for reference. The five simulated cases
are arranged horizontally. The entire spatio-temporal evolution is shown, where some topics discussed previously in Figs.
4 and 5 are visible in details. The maximum flow depth H (Fig 7a-e) occurs at plunge point, where the flow collapses and
accelerates. The plunge point for case 2 left the test section (where x1 = 250), its high initial Froude number demands a
deeper domain in order to have a stable plunging position. The concentration C (Fig 7f-j) decays due to sedimentation,
and the mixing with the ambient fluid downstream plunging is other process that reduces sediment concentration. The
densimetric Froude number Fr (Fig 7f-j) decreases with the streamwise coordinate x1, because the flow depth increases,
until the minimum value at plunge zone. The acceleration at plunge zone increases Fr downstream plunging, as well as
the increase in flow discharge due to entrainment. The densimetric Froude number measured downstream plunging Frd
(at the end of the test section, where x1 = 250) is equal to 1.93±0.043, 1.722±0.044, 1.385±0.113 and 1.648±0.047 for
cases 4 to 7, respectively, all greater than one (e.g., supercritical), which is expected once the head has passed away in bed
slopes steeper than about 1% according to Sequeiros (2012). Fig. 7p-t show the spanwise-averaged bed shear velocity uτ ,
the highest value is observed for case 4 (Fig. 7q), with the shortest distance for plunging and higher underflow velocity.
Fig. 7u-y show the mixing coefficient γ = Q/Q0 − 1, that represents the increasing in the submerged flow discharge
due to entrainment of ambient fluid into the turbidity current. Cases that have plunged early present more distance for
entrainment, so the highest value is observed for case 4 (Fig. 7v), followed by case 7 (Fig. 7y) and case 5 (Fig. 7w).
The plunging point for case 2 (Fig. 7u) left the computational test section, so the mixing coefficient is negligible for
t > 4,000. On the other hand, this case has a negative mixing value (blue color) downstream plunging during the transient
phase (t < 4000), indicating that the submerged turbidity current loses its volume to the ambient in a detrainment process.
Notice that a pulsing phenomenon is observed for all cases, even though the variables are evaluated in a spanwise-averaged
context and the input flow is kept steady, this phenomenon is investigated in details in Best et al. (2005) and Kostaschuk
et al. (2018).

4. CONCLUSIONS

Numerical simulations play an essential role in many different research fields, since they can provide information on
all variables for any point of time and space. Lab experiments are very often not able to provide such information, with
data only available in a plane and/or locally. In this study, a new data-set is presented, covering the entire spatio-temporal
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evolution of the plunge phenomenon and all quantities related to it using the layer-averaged context. Such database can
be used to analyze the parameters and mechanisms that govern the flow transition in the plunge zone and support future
research, it is available at https://github.com/fschuch/the-plunging-flow-by-3D-LES.
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